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ABSTRACT

Power outage is the problem that hinders social and economic development especially for developing countries like Tanzania. Frequent power outages damage electric equipment, and negatively affect the industrial production process. Power outages cannot be completely eradicated due to uncontrolled cause like natural calamities but technical challenges can be managed and hence reducing power outages. The existing manual methods used to locate power outage like customer calls is inefficient and time consuming. On the other hand, modern method like the Advanced Metering Infrastructure (AMI) still faces a challenge in effectively classifying power line outage due to the nature of imbalanced datasets. Therefore, there is a need to develop a Machine Learning (ML) model to accurately classify power line outage. In this study, machine learning models are constructed from ensemble algorithms and tested using outage AMI data from 2012 to 2019 with 2 hours interval records. We propose the following ensemble-based machine learning approach to enhance classification; data sampling, algorithm weighting and finally ensembling. Results show that the Hybrid Stacking Ensemble Classifier (HSEC) model outperforms the others by accuracy of 0.981 G-mean, followed by Extra tree with accuracy of 0.964 G-mean. This model can be used in power line outage classification in any Secondary Electrical Distribution Network (SEDN). This study can be extended to locate power outage to household.
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INTRODUCTION

The power outage is a crisis in any country whether it occurs on a small scale or large scale because it hinders social and economic activities in an area (Carreras et al., 2003). Also, it affects several sectors and may cause severe damages in some entities and organizations such as hospitals, telecommunication facilities, and industrial installations.

Power outage is the loss of the electric power supply in part of the network or in the entire network thus affecting end-users. Power outage causes can be grouped into three main categories like hardware and technical failures, environmental incidents, and human errors (Sultan & Hilton, 2020).

Electrical utility companies are required to use an Outage Management System (OMS) to identify the location where a power outage has occurred. This system allows the electric utility company to make restoration decisions like priorities based on the critical locations, size of the outage, and other factors. Having realized the significance of power supply, several measures have been implemented to cope with power outages, such as the installation of an OMS and smart meters to guarantee that power outages are detected and restored as soon as possible (Hoffmann & Payton, 2014).

The OMS is one of the most important systems for utility companies, when linked with Advanced Metering Infrastructure (AMI), geographic information system (GIS), Customer Information System (CIS), and Interactive Voice Response (IVR) can improve the functionality of OMS (Chakravarty et al., 2016). Countries have resorted to install smart meters in various regions to provide timely input in order to improve OMS.

The smart-meter, which plays a vital part in alleviating power outage problems using last gap massages, is a result of technological improvement in instrumentation. Addressing power outages with smart-meter data has become a widespread global practice because it minimizes identification of power outage duration by allowing for real-time and rapid delivery of power outage information, resulting in more effective power restoration efforts (Quilumba et al., 2015).

Moreover, the unplanned, scattered, and heterogeneous nature of the Secondary Electrical Distribution Network (SEDN) makes it challenging to locate power outages accurately at optimal time. Kumar & Pindoriya (2015) used AMI data to detect power outages in SEDN employing the fuzzy membership function probabilistic method of uncertainty algorithm to filter temporary and permanent outages. The authors also looked at a single service outage or multiple service outages using a fuzzy inference system model with the combination of AMI data and Supervisory Control and Data Acquisition (SCADA) information. An extension of the study suggests to facilitate location of power outages using AMI and Geographical Information System (GIS) data.

Kuroda et al. (2014) used distribution system model utilizing AMI data to determine the outage location in the distribution network using data collection status, live monitoring, and communication error monitoring. The results were visualized using the smart meters, transformers, and load bus icon approach. However, this approach takes time to collect faults data from time outage occurrence while not all power outages were caused by faults.

Xu & Chow (2006) studied the power outage causes using a fuzzy classification algorithm, and identified that the class imbalance issue encountered in many real-world scenarios including unbalanced power outages datasets as it often affects the performance of fault identification, especially for minority-class causes, since most commonly used methods aim to minimize the overall error rate. Classic Machine Learning (ML) algorithms such as support vector machines (SVM), artificial...
neural networks (ANN), and decision trees (DT) usually have acceptable classification accuracy when using supervised technique assuming that the class distribution is balanced. But this assumption is often not realistic in real-world classification domains as occurrences of diverse classes shift significantly, which is known as the class imbalance problem (Wang et al., 2016). The power outage location dataset shows these qualities. Most existing ML algorithms fail to classify imbalanced class datasets due to bias in the majority class against the minority class. There are various proposed methods to address the class imbalance problem. These methods are based on data sampling techniques or modification of existing classifiers (Krawczyk, 2016).

Pristyanto et al. (2020) presented an ensemble model approach for dealing with class imbalance. The ensemble of algorithms included; Random Forests or Bagging Tree, Stacking Naïve Bayes and Decision Tree. The authors revealed that the ensemble model produced better performance than single classifiers. It is therefore concluded that the proposed algorithm has been unable to solve the outage location problem due to class imbalance. However, there are algorithms essential solving class imbalance problems that are necessary to be explored in addressing the situation.

This research presents the Hybrid Stacking Ensemble Classifier (HSEC) for dealing with imbalanced classes in classifying power line outage location. This method combines the best-performed base learner in stacking model under hybrid sampling to maximize the accuracy in classifying power line outage location using AMI dataset. There are two contributions to our research. First, the HSEC model that we propose that can be used in power line outage classification in SDEN using AMI dataset. Second, the HSEC model that we propose can be a reference for further research related to handling class imbalances in the dataset in the field of machine learning.

METHODS AND MATERIALS

Addressing Imbalance

The methods addressing the class imbalance problems can be categorized into three groups: data-level methods, algorithmic-level methods, and ensemble methods.

Data level approaches

Data level approaches are based on resizing the training datasets to balance classes by using either over-sampling or under-sampling concepts. Under-sampling methods rebalance imbalanced class distribution by decreasing the number of majority class samples, whereas over-sampling methods reduce class disparity by generating new minority class samples. Dozens of over-sampling and under-sampling algorithms have been proposed. The common over-sampling algorithm is called SMOTE (Fernández et al., 2018). Among the under-sampling methods based on SMOTE are bSMOTE and V-synth. Modified under-sampling method is the Random Under-Sampling (RUS) that has been commonly used. There is also reported work using hybrid sampling that combines over-sampling and under-sampling approaches where majority classes are reduced and minority classes are increased to meet at the middle (Prachuabsupakij & Soonthornphisaj, 2014).

Algorithm level approach

Algorithmic level approaches focus on modifying existing classification algorithms to strengthen their ability to learn from minority classes based on SVM and Neural Networks. Ando (2012) proposed a new approach called nearest neighbor (NN) based on the k-Nearest neighbor density model to cope with the data imbalance issue. The main concern of NN is to employ an adjusted k-radius to compensate for the sparseness of the minority class. A wavelet support vector machine (WSVM) is presented. Concerning
imbalanced scenarios, a filter feature selection technique is performed to remove the redundant and irrelevant information. Datta & Das (2019) emphasized that the classical SVM moves the separating hyper-plane towards the minority class as the majority class is more likely to dominate the region of overlap. By this motivation, they proposed a Near-Bayesian Support Vector Machine (NBSVM) that utilizes Bayesian posterior probabilities to achieve the boundary shift as well as the unequal regularization costs.

Cost-sensitive algorithms attempt to increase the learning ability of classifiers by assigning larger misclassifying costs for minority class samples. López et al. (2012) proposed an algorithm to deal with large-scale imbalanced data using a fuzzy rule and cost-sensitive learning techniques. Krawczyk (2016) constructed a fusion algorithm based on cost-sensitive decision tree ensembles, in which the choice of cost matrix is estimated by Receiver operating characteristic (ROC) analysis. Thai-Nghe et al. (2010) introduced two empirical cost-sensitive algorithms, one combined sampling, cost-sensitive and SVM and the other treated the cost ratio as a hyper-parameter which needs to be optimized before training the final model. Another concept of learning from imbalanced classes is treating minority samples as outliers and analogizing technologies of detecting noises and outliers to model minority classes, such as one-class classifier.

Ensemble methods approach

Classifiers in ensemble tackle imbalanced learning improving significantly the performance of a single classifier. Ensemble methods can be viewed as building multiple classifier systems that combine a variety of base classifiers, for each base classifier data-level approaches which are often employed as a pre-processing. The commonly used Multi Class System (MCS) is boosting algorithm proposed by Yijing et al. (2016) which has been applied in ensemble algorithms such as SMOTEBoost, RUSBoost, Easy Ensemble, EUSBoost denoted that a typical MCS generally contains 3 processes, that are, re-sampling, ensemble building, and fusion rule. Sun et al. (2018) proposed ensemble strategy that converts an imbalanced dataset into multiple balanced subsets, where each subset a base classifier is trained. Krawczyk (2016) created an ensemble algorithm that contains sampling, pruning, and boosting technologies. The approach first divided the data into the non-overlapped region, borderline region, and overlapped region and then trained different regions by different classifiers. The imbalance situation of different amounts of data at the overlapped region and non-overlapped region is concerned. Zięba et al. (2014) proposed a boosted SVM, in which an active strategy of selecting the borderline examples to train each SVM is designed. In this way, each training set used to construct the basic classifier is more balanced and noiseless.

RESEARCH APPROACHES USED TO INVESTIGATE CLASSIFICATION

The study was conducted at Tanzania Energy Supply Company (TANESCO) in Dar es Salaam as it is the only electrical power utility company in the country. TANESCO manages generation, transmission, distribution, and operation of electrical systems network in Tanzania as the monopoly entity. This study applied the mixed approach that combined qualitative and quantitative. The qualitative approach is used to interview TANESCO experts about the Distribution Management System (DMS), GIS, AMI, Service Delivery Management (SDM) to get a better understanding of how the electrical network works, causes of the power outage in the SEDN, methods used to identify and locate power outage, and restoration of power outages. The quantitative approach was used by taking
measurements collected from electrical instruments through the experiment to answer the research question on how power line outage location can be classified.
This study applied systematic algorithm development procedures to develop a Machine Learning algorithm to locate power outage line locations. The following are the systematic procedures used: Gathering algorithm requirements for estimating power outage location in SEDN, designing an algorithm based on the acquired requirements, Implementation of the algorithm, and evaluating the algorithm. These methods answered the research question purposely based on laboratory experiment setup and available data.

Qualitative approach
The qualitative data was collected through an interview approach. The interview was conducted in a focused group of TANESCO experts. This method is used to understand how power outage management work and how it is integrated with other systems like AMI, GIS, OMS, DMS to help locate power outages in SEDN. The interview revealed that there are two types of power outages. The planned power outages are caused by load shedding and unplanned power outage is caused by human activities, network problems, and others. Also, enlightened that customer call is the commonly used method in power outage location and finally the restoration process using restoration crew team.

Quantitative approach
The experimental data was collected from Secondary Distribution Transformer (SDT) AMI system. This data was collected for seven years from 2012 to 2019 with 20 minutes interval readings. This data was analyzed and then used in the proposed model to locate power line outages.

DEVELOPING ALGORITHM TO CLASSIFY POWER OUTAGE
The development of an algorithm is an experimental approach that can be used to identify power outage locations based on the AMI dataset. The AMI provides the voltage and current reading of each line from the transformer and can also send an outage notification when an outage occurs. The experimental setup used a Jupyter Notebook with python Scikit-learn libraries installed to develop the necessary algorithm following a number of stages. The First stage involves preprocessing of the AMI dataset to handle missing values, labeling, and scaling of data before being trained. The second stage used seven Machine Learning to train prepared AMI datasets to have benchmark performance. These classical Machine Learning are SVM, Logistic Regression Classifier (LR), K-Neighbors classifier (KNN), Random Forest classifier (RF), Extra tree classifier (ET), AdaBoost classifier (AB), and Bagging classifier (BAG). The classical ML results were poor due to the imbalance of the dataset.

The third stage took four best-performing algorithms from the first stage to train the dataset under the data sampling technique. Moreover, the technique combined to produce a more robust algorithm classifier compared to individual techniques to deal with an imbalanced dataset.
Finally, the Hybrid Stacking Ensemble Classifier (HSEC) was proposed. A HSEC method is the combination of different base learners in the stacking model under a sampling technique. Some of these base learners are ensemble algorithms. This approach takes advantage of all the techniques discussed before to build stronger classifiers to deal with deployed imbalanced problems. The HSEC takes advantage of a strong base learner and aggregates using another meta learner to produce improved classification of skewed data. The dataset was re-sampled by using hybrid random sampling which is used to balance the imbalanced classes.

The HSEC uses the hybrid sampling technique that uses the over-sampling technique to generate more data in minority
classes and under-sampling to reduce data in the majority of the dataset to arrive at a balanced dataset at a common middle point. Figure 1 illustrates Hybrid Stacking Ensemble Model. The dataset is prepossessed then pass-through hybrid sampling to balance the imbalance dataset classes then subjected to HSEC. The Geometric Mean \((G\text{-}Mean)\) is used as a metric in this study because it indicates the balance between classification performances on the majority and minority classes. Metric uses in machine learning depends on the nature of the problem. One of metrics used by other researchers is accuracy measure which is working for evaluating the performances of classifiers when dealing with balanced datasets in binary classification but is not appropriate for imbalanced datasets.

Lizárraga et al. (2008) recommended the need for metrics that consider each class's performance when dealing with the class imbalance; Where a poor performance of the positive instances gives a low G-mean value even if the negative instances are correctly classified by the model. The G-mean mathematical formula is defined in Equation (1).

\[
G\text{-}Mean = \sqrt{\text{recall} \times \text{specificity}} \quad (1)
\]

\[\text{G Mean recall specificity} = \times(1)\]

**RESULTS AND DISCUSSION**

This section presents and discusses the results of different algorithms model performances on prediction of the outage location in the electrical distribution networks for imbalanced dataset. In this section different techniques such as resampling technique, cost estimation technique, and stacking ensemble are considered.

**Results**

In the first model, seven Machine Learning algorithms were used to classify the dataset. The objective was to compare performance of standard machine learning algorithms and provide a baseline classifier for further evaluations, i.e., applying data sampling to address the problem of imbalanced datasets. Figure 2 shows the result of the first experiment. The Random Forest classifier outperformed the rest by having an accuracy of 0.772 G-mean, therefore, the value becoming the benchmark for this study.
The AMI data was found to be highly imbalanced using skew and kurtosis. Skewness essentially measures the symmetry of the distribution, while kurtosis determines the heaviness of the distribution tails. Table 1 shows the skewness and kurtosis values. In this case, when the value of the skewness is negative, it means data is highly skewed. Kurtosis describes the peakiness of the distribution and is the measure of outliers present in the distribution. The dataset kurtosis value is 23, the high value of kurtosis in a dataset indicates that data has heavy outliers.

The first quadrant in Figure 3 illustrates the class distribution of the original dataset meaning the frequency of power line outages is too small compared to the frequency when the power line is on. Therefore, the data-sampling techniques were used to help deal with the dataset imbalance problem. Three types of sampling techniques were used over-sampling, under-sampling, and hybrid-sampling as visualized in Figure 3 in the second, third and fourth quadrant.

The final developed model used a stacking ensemble-based approach, this model combined the following algorithms (Support Vector Machine, Random Forest, Extra tree, and bagging classifier) as base learners and aggregate the result by using Logistic
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regression under hybrid data sampling. The prediction was done under the same sampling technique and the results are presented in Figure 4. The results show that the stacking ensemble classification performed better than the other classifiers by 2%.

Hence, based on the results, stacking ensemble model outperformed other algorithms, having an accuracy of 98.1% G-mean. This concludes that a hybrid stacking ensemble is the best algorithm to classify power line outage location using any data sampling technique.

**Figure 4:** HSEC models performance under data sampling techniques.

**CONCLUSION**

The aims of this study were to classify the power line outage location in an electrical distribution network. The classification of power line outage location in the electrical power network based on imbalanced dataset HSEC has been done successfully. The results show that HSEC outperformed a single ML classifier because of the contribution of the hybrid data sampling used to handle the imbalanced dataset classes.

**RECOMMENDATIONS**

This study was able to classify the power line outage location of SEDN using a HSEC. This study can be extended to identify the power outage to the individual household by integrating data from customer calls, AMI, and GIS.
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